
W
hen most defense program con-
tractors think of high-perfor-
mance embedded computing 
(HPEC) systems, they envision 

huge behemoth solutions that can take on 
the most labor-intensive processing that 
would have taxed lesser computing technol-
ogy only a few years ago. That perception is 
definitely accurate with HPEC systems con-
tinually advancing to allow command and 
control units to see or detect smaller objects 
in a bigger field. Today’s cameras have up to a 
massive 20K plus field of view with amazing 
resolution from pixel points that go on for-
ever. That camera input requires HPEC sys-
tems to process huge amounts of data. And, 
the latest extremely sensitive sensor-based 
systems deliver capabilities that leapfrog pre-
viously developed technology.

Two Types of HPEC Needs
Available computing architectures have 

enabled defense program developers to build 
a very broad spectrum of HPEC applications 
to match diverse requirements. When de-
velopers evaluate computing solutions, they 
typically have two different types of needs 
for HPEC. The first is compute-bound, which 
demands multiple processors to solve a prob-
lem, without the need for extensive band-
width capabilities.

The second type of HPEC system is I/O-

bound, where application data comes in 
and is split or shared between systems that 
do little work with the data but needs high-
bandwidth connectivity between processors 
and with the outside world. Supporting the 
high-end camera example previously men-
tioned is a separate I/O-bound application 
that would be used to push all this data down 
to a ground station. That requires enough 
bandwidth to enable the system to parse the 
data out for access by varying systems and 
personnel, enabling them to make intelligent 
decisions.

There seems to be no end in sight for in-
creasingly advanced defense capabilities that 
can be achieved from the processing of multi-
sensor data. The prevailing development ap-
proach for HPEC is to look for specialized sili-
con primarily adopting FPGAs as the solution 
that will allow systems to react immediately 
to data and perform electronic warfare algo-
rithms and co-processing functions.

All that said, the latest with HPEC solu-
tions is that they’ve been evolving quietly but 
steadily. They’ve progressed to where they can 
be implemented in much smaller standards-
based platforms—rather than in the perceived 
mega-computing solutions currently de-
ployed. Many new HPEC system needs can ac-
tually be handled now with more mainstream 
IT technology packaged in a compact way in 
a 3U VPX-based system that balances I/O and 

CPU power with high-speed I/O backplanes 
and multicore x86 processing architectures.

Why Mainstream IT Makes Sense
Tackling many of the HPEC-type prob-

lems that used to require highly sophisticated 
architecture with mainstream IT solutions is 
really an advantage for defense contractors. 
They can save their most experienced engi-
neering resources for complex, large-scale 
systems that still require that level of expertise. 
Instead of requiring a lot of specialty hardware, 
I/O and switch fabric to qualify as an HPEC 
system, developers now have access to proven 
technologies such as Intel multicore proces-
sors, PCIe and 10/40 Gbit Ethernet, which al-
lows a complete HPEC compute engine to be 
built off of only standards-based components. 
For example, Intel architecture provides co-
processing capabilities with a GPU that enable 
designers to include specific-function FFTs for 
3D radar applications. This eliminates extra 
design steps to offload certain functions from 
an all-standard architecture.

Plus, there is widespread engineering 
familiarity with mainstream IT technologies 
such as x86 processors, TCP-IP and the PCIe 
interface. This means a broader knowledge 
base can implement HPEC systems from lap-
tops to high-end servers or even a conduction-
cooled, ruggedized HPEC for a UAV or ground 
program. Developers can now tackle larger 
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High-performance embedded computing is a major requirement for the compute-heavy needs of many of 
today’s military systems. But the trick is to achieve an affordable solution that’s straightforward to implement.
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meet defense program metrics by delivering 
the ultra-fast speeds they need on the back-
plane in a much smaller footprint. It also 
helps that COTS suppliers have the experi-
ence to accommodate new proof-of-concept 
requirements.

Affordable, Approachable Solutions
Mainstream HPEC building blocks natu-

rally reduce costs and provide an approach-
able engineering solution due to their stan-
dards-based platform methodology. They are 
proven to support everything from Gbyte/s 
performance needed for current radar sys-
tems, to tens of Gbytes/s needed for camera 
interfaces, and also satisfy five plus teraflops 
of computing power required for 3D radar.

Taking HPEC from the data center into 
the field are simplified standards-based mul-
ticore platforms that solve high connectivity 
and low latency interconnects requirements. 
This approach gives basic skill level engineers 
the ability to build effective systems using 
modular processor interconnect fabrics that 
implement the TCP/IP protocol over the PCI 
Express infrastructure. The result is a tenfold 
increase in I/O performance with no porting 
effort, well-suited for most HPEC-based ap-
plications. Figure 1 shows an example solu-
tion along those lines. Experienced suppliers 

HPEC requirements that used to require spe-
cific proprietary solutions with well-known 
architectures that are easier to program and 
deploy. Experienced embedded computing 
suppliers have application-ready, small COTS 
VPX-based 3U solutions readily available.

Endless Performance Appetite
The task of meeting mounting data pro-

cessing needs from defense OEMs that typi-
cally request “as much performance as you 
can give us” is now met with the realities of 
tightening budgets and the fact that new 
technology is not created or needed every 
year. Defense contractors remain competitive 
by developing new technology templates that 
can be used for multiple programs and are vi-
able solutions for three to five years. Without 
huge budgets and unlimited user support, de-
fense contractors are finding it more difficult 
to support specialized silicon, language and 
fabric solutions. In addition, technology ad-
vancements move too fast to re-imagine new 
architectures from scratch.

This is where COTS-based computing 
suppliers come in to help. They have proven 
building blocks and system solutions with 
the algorithms required mapped onto the 
computing architecture. Fewer OEM special-
ists are needed when HPEC suppliers can 
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Figure 1
VXFabric provides the required software between the PCIe Gen 3 switch and the 
bottom of the standard TCP/IP stack to enable boards to run any existing TCP/IP-based 
application without having to be modified.
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Figure 2
VXControl implements detailed out-of-band health management at the computer 
level. It enables necessary computer control and management ranging from serial line 
interface to SNMP networking connections.

that offer mainstream HPEC platforms are 
able to support customers by building the 
computing portion of the application or giv-
ing them the right tools that streamline the 
replacement of a significant size system now 
with a couple of 3U VPX boards housed in a 
rugged, small chassis.

It also helps that COTS suppliers have 
the experience to accommodate new proof-
of-concept requirements. In any complex 
application that requires a lot of processing 
power and I/O, there is the need to do upfront 
evaluation and benchmarking to ensure the 
system will meet specifications—from input 
rates, processing rates to the output.

Tools to Get the Job Done
HPEC isn’t just for what developers con-

sider the most compute-intensive applica-
tions anymore—HPEC fits a wider spectrum 
of program needs. But experienced and novice 
developers, too, still need tools to streamline 
the design process.

Understanding system health manage-
ment status is more important than ever 
with continued technology advancements. A 
good example is the changing clock speed to 
match battery demand in x86 processor ar-
chitectures. While varying clock speed is fine 
for individual PCs, it isn’t good for military 
embedded systems that depend upon mul-

tiple computers and boards where each board 
has a different clock cycle that can result in 
an unstable power system. Health manage-
ment software tools that control speed and 
computing power in one place are the answer. 
Available today are 3U VPX box-level systems 
that integrate a computer management board 
(CMB) for extensive health status information 
at the board and sub-rack level. Information 
such as airflow temperature can be controlled 
for each slot, and payload boards can be held 
in standby mode to accommodate low-energy 
surveillance mode. Figure 2 shows an example 
of a computer management board (CMB) that 
does system health management.

Another way these tools are valuable is to 
ensure more realistic lab testing that simulates 
the stresses and environmental conditions 
where a system will be deployed. Simplifica-
tion is key in testing new ideas, so using main-
stream TCP/IP makes it so much easier to go 
from the lab to deployment with the same 
technology. Waiting until the last stage of de-
velopment and integration to find out that the 
algorithm doesn’t perform to mission stan-
dards is very unwelcome news. A tool such as 
this becomes invaluable in terms of designing 
for power management when one considers 
that a typical user’s guide for today’s chipset 
devotes 12 pages to defining power manage-
ment guidelines.

Configure to Customize
NAI’s 3U cPCI SBCs are ideally 

suited for rugged Mil-Aero air, 

land and sea applications. Built 

with COSA Technology, they 

provide the highest packaging 

density and greatest flexibility 

of any 3U SBC in the industry.

 Freescale™ QorIQ P2041,  

Intel® Core™ i7, Intel® Atom™ 

ARM Cortex™-A9

 Wind River®  Linux,  

VxWorks®, Xilinx® PetaLinux, 

Windows®  Embedded  

Standard 7

A certified small business

Accelerate Your  
Time-to-Mission 

 COSATM Architecture

 Processor of Choice

 Up to 3 Function Modules

 Select from 40+ Functions

North Atlantic
I n d u s t r i e s

www.na i i . com

NA1060 COTS 1|3rd page.indd   1 7/7/14   4:10 PMCOTS Journal | July 2014 21



SPECIAL FEATURE

The use of standard communication 
protocols such as TCP/IP or UDP/IP allows 
OEMs to protect their application software 
investments. Developers can design legacy 
software to operate in the current appli-
cation, and if the requirements evolve or 
change, new software based on TCP/IP is en-
sured to be supported for years to come. This 
design approach enables OEMs to optimize 
the total cost of ownership (TCO) and have a 
direct migration path from their existing ap-
plication to systems deployed in the future. 
Figure 3 shows an embedded HPEC solution 
using TCP/IP over PCI Express.

Untapped Potential
There is certainly untapped potential 

for defense OEMs to implement mainstream 
HPEC platforms that have reached a mile-
stone using VPX to satisfy size, weight and 
power (SWaP) demands while at the same 
time delivering the higher performance and 
bandwidth. Because major jumps in technol-
ogy occur in cycles, incremental program im-
provements and not just the toughest com-
puting problems, offer new revenue streams 
for HPEC. These upgrades or mid-range sys-
tems can benefit from smaller machines that 
can get the job done. 
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tractive to use more proprietary architectures.
Furthermore, these modular pre-inte-

grated HPEC solutions ensure longevity and 
flexibility while also providing beneficial 
customization features, enabling system de-
signers to meet specific requirements of mul-
tiple programs. The modular building block 
approach makes way for future system up-
grades, eliminating the need for a complete 
system redesign.

Ready Mainstream HPEC Solutions
Approaching the problem of HPEC with 

complexity is no longer necessary. Current 3U 
VPX systems strike the right balance between 
CPU computing power and I/O bandwidth by le-
veraging high-speed switched PCIe and 10 Gbit 
Etherneton the backplane. These VPX-based, 
multiprocessor and highly integrated HPEC sys-
tems meet defense program performance and 
bandwidth specifications, making it far less at- Figure 3

StarVX is based on a 3U VPX platform 
architecture, and provides up to 6 
Gbytes/s sustained bandwidth on 
the data plane through TCP/IP and 4 
Gbytes/s on the PCIe backplane from 
a high-speed switch fabric, VXFabric.
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