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refresh, upward compatible, and as backward compatible 
as possible. This long term management requires 
specialized support capabilities from the computer 
platform provider. When possible, hardware technology 
refreshes are off ered every 10 to 15 years, as far as 
embedded computer technology is concerned. However 
software happens to be a tougher issue to handle: after 
decades, it may be diffi  cult migrating application & 
middleware to adapt to the hardware evolutions fi xing 
obsolescence, to protect against new security threats, 
not to mention the cost of such migration, including 
testing and re-certifi cation. Virtualization will help 
neutralize such issue by allowing the legacy software 
and even its legacy operating system to continue running 
under the hypervisor environment, provided that few 
provisions were taken at the initial design stage of the 
software based on a standard hypervisor. This is 
especially useful for proprietary software, or old 
middleware still necessary to run the application. Finally, 

virtualization reduces the total cost of ownership of a 
program by facilitating the long term maintenance and 
extending the solution lifetime.

Virtualization and Safety requirements   
Even if it looks unexpected at fi rst glance, Virtualization 
can bring major advantages to these safety critical 
systems, thanks to its software architecture that 
segregates the tasks. This guaranties by design that the 
diff erent tasks run fully independently from each other. 
When such partitions have to communicate, their 
communication channels are also thoroughly structured 
and controlled to avoid unexpected interactions, 
especially when it is concerning safety communication 
channels. Consequently, critical and non-critical tasks 
may run on the same processing platform without 
compromising the global safety-critical solution.  Non-
safe tasks only handle non-safe I/Os and non-safe 
signals. Virtualization running with a safe critical 
hypervisor gives new possibilities in system 
architecture. Each program can only access its partition 

VIRTUALIZATION OFFERS MULTIPLE ADVANTAGES TO 
TRANSPORTATION SMART SOLUTIONS AND SYSTEMS 

Flexibility 
The main advantage of virtualization lies in the solution 
fl exibility. As a matter of fact, a transportation solution 
will be in exploitation for a number of decades; however 
the requirements will evolve along the years to adapt 
and provide better or new services and functions. This 
will apply to all types of application like Passenger 
Information Systems, On-board Infotainment, TCMS, 
Asset/Fleet management, etc. Since it is impossible to 
foresee which new features will be required in the far 
future, it is very important to design a solution which is 
fl exible at software level. Virtualization is the perfect 
tool to answer this question. When a solution is based on 
an hypervisor, it will be easy to add new functions, such 
as new middleware or new software to upgrade the 
solution with a minimum eff ort for the global re-
qualifi cation. Since the hypervisor usually provides 
segregation between applications, the impact of new 
software on the existing environment is hierarchized by 
the hypervisor, and reduces dramatically software 
trouble-shooting and verifi cation when qualifying the 
new functions. It is also easier to merge various functions 
that used to run on diff erent computers onto a more 
powerful processing platform, thus saving space, time 
and cost.

Program Lifetime  
Transportation programs require long lifetime from 
commissioning until fi nal end of exploitation of the 
embedded computing solution, whether onboard in 
rolling stocks, in stations or in wayside equipment. It 
generally means 20 to 30 years of operations, sometimes 
more. Over such long period, hardware obsolescence 
will happen in any case, and will require technology 



dedicated to local tasks. Safety critical systems were 
most of the time strictly isolated from Internet for 
obvious reasons of integrity and security. 
However the need of new services for operational 
systems and for passengers demands connectivity and 
interaction.  Such software architecture (client-server, 
data-analytics) require more capacity from the com-
puter platforms, without compromising the real-time 
constraints of operational systems. To this respect, the 
use of virtualization and hypervisor was perceived as a 
possible issue. Recent hypervisors do not add overhead 
in terms of latency; they do not overweight the Operating 
Software stack. Actually, this virtualization architecture 
allows bringing new application software and services 
without degrading the performances behavior of the 
critical tasks. Real Time characteristics will be preserved: 
time partitioning is a deterministic way to insure that the 
critical tasks will get the necessary processor bandwidth.

SMART TRANSPORTATION PLATFORMS EVOLUTION

Since computers started pervading transportation 
platforms, on-board systems have performed mostly as 
stand-alone units using dedicated electronics with 
private subsystems, private local networks, and 
sometimes specifi c protocols. Actually every onboard 
function was implemented on a specifi c dedicated 
compute platform. 
Coming from the information technology world, 
transportation Box-PCs and COTS have progressively 
introduced more and more standardization in terms of 
Operating Systems and networking. With Ethernet 
everywhere and Internet industry standard stacks, 
running on open Linux, the services and solutions began 
to change dramatically: PIS (Passenger Information 
System) and Infotainment solutions took advantage of 
such Ethernet centered architecture to facilitate 
interoperability and connection to remote servers. With 
video surveillance/CCTV, the increasing data throughput 
created a major technology breakthrough: a few years 
ago when cameras switched from analog to digital (over 
IP), the need for scalable and fl exible compute platforms 
grew quickly over a short period. More recently, the 
advent of Bring-Your-Own-Device onboard (BYOD), 
added the domestic passenger digital traffi  c over the 
onboard local networks.
Consequently, multiple independent systems and 
networks still coexist in trains, creating multiple inter-
operability challenges in operation, maintenance and 
support.

and its own set of resources. The programs running in 
partitions cannot interfere with each other, even in the 
case of software code errors. Therefore, they do not 
need to trust each other and individual criticality levels 
can be assigned to each of them independently. For 
example, it is possible to associate a safety critical ETCS 
system with non-critical data analytics linked to the 
traffi  c management, dealing with noncritical I/Os. Such 
systems allow building rich analytics and improving the 
fi nal safety of the overall solution. The future smart 
autonomous trains will require artifi cial intelligence 
computing associated to safe rail control solution: 
virtualization will be a new answer to deal with both 
worlds.

Performances and Virtualization  
Smart transportation systems require more performance 
in each domain. This is driven by a need of new services 
and associated processing capacities rather than by a 
requirement of faster execution. Until recently, 
transportation compute platforms were connected just 
to their local sub-system, or their onboard fi eld buses, 
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In the case of safety critical applications, each platform 
has generally to be certifi ed at a required SIL level; hence 
the hardware and software must follow precise design 
and development rules to be certifi ed. The hardware 
platform cannot be certifi ed without its safety 
application, and vice-versa. For such safety solutions, 
using a safety certifi ed hypervisor is a great advantage 
in terms of software confi guration management.

To minimize complexity and cost of ownership, these 
heterogeneous systems can now be merged in a single 
standardized common platform, delivering higher 
capacity, performances, and connectivity thanks to its 
modularity and fl exibility. Such common platform can 
accommodate various solutions. This multifunction 
rolling stock embedded server can support PIS, 
Infotainment, CCTV, TCMS and Asset management 
solutions. Separate middleware and applications are 
dedicated to each function: the hypervisor will help to 
keep the management of each function simple and 
effi  cient. 
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Linux Operating System; it’s the Operating-system-level
virtualization, called containerization.

When the Hypervisor architecture supports diversity by 
hosting diff erent Operating Systems, containers running 
on a single Operating System in which the Linux kernel 
allows the operation of multiple isolated user space 
instances. 

In this example, OS1 could be a Linux, OS2 could be a 
Windows, and OS3 could be an RTOS

With such containerization, it is possible to execute 
programs to which only parts of the system resources 
are allocated. A program running inside a container will 
only see the allocated allowed resources. Several 
containers can be created, each of them being allocated 
with only a subset of the computer resources. Each 
container may include several computer programs. Such 
programs may run concurrently or separately, whether 
interacting with each other or not.

Containers are isolated and bundled with their own 
tools, libraries and confi guration fi les; they can 
communicate with each other through well-defi ned 
channels. All containers are run by a single operating 
system kernel which allows keeping their real-time 
behavior, their direct I/O control access and management.

structure and hierarchize interactions between safety 
critical levels, since they are comprehensively controlled 
and isolated, preventing unpredicted behavior of 
software. This is even more applicable to systems 
combining safety critical and non-critical tasks.
For example, new autonomous trains need computing 
systems able to combine non-safety critical data 
analytics with the control of the train, which is safety 
critical: sensors and cameras watching the external 
environment of  the train can detect on line anomalies on 
the railway or in the close surrounding of the train: 
obstacles, people, anomalies. Such video detection or 
sensors are not safety critical: they bring important 
information to the rail control solution that may require 
potentially emergency action towards the signaling or 
the controlling of the train. Real time constraints are 
mandatory and often require the computing system to 
host both critical and non-critical tasks in the same 
system, with related safety critical I/Os and non-safety 
critical I/OS. In such application, virtualization is the best 
technology to perform and support all these 
requirements.

THE FUTURE OF VIRTUALIZATION IN SMART 
TRANSPORTATION SYSTEMS

A recent refi nement of virtual machines has given birth 
to a complementary approach to computing running 
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Computing Platform

Linux Kernel Open WRT / Hypervisor

Virtual Machine 1 Virtual Machine 2 Virtual Machine 3

Containers on OS  2Containers on OS  1 Containers on OS3
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Lise-Meitner-Str. 3-5
86156 Augsburg, Germany
Tel.:  + 49 821 4086-0
Fax: + 49 821 4086-111
info@kontron.com

www.kontron.com

About Kontron – Member of the S&T Group

Kontron is a global leader in IoT/Embedded Computing Technology (ECT). As a part of 
technology group S&T, Kontron, together with its sister company S&T Technologies, 
off ers a combined portfolio of secure hardware, middleware and services for Internet 
of Things (IoT) and Industry 4.0 applications. With its standard products and tailor-
made solutions based on highly reliable state-of-the-art embedded technologies, 
Kontron provides secure and innovative applications for a variety of industries. As a 
result, customers benefi t from accelerated time-to-market, reduced total cost of 
ownership, product longevity and the best fully integrated applications overall.

For more information, please visit: www.kontron.com 


